Working paper supported in part by euCognition

Title:

The Basis of Shared Intentions in Human and Rologin@ion

Authors:

Peter Ford Dominéy Felix Warnekeh

1. Corresponding Author

Laboratoire d'Etude des Mécanismes Cognitifs (EMC)

Equipe Neuroscience Cognitive et Representationsilthdales (NCRM)
CNRS - Université Lumiére Lyon 2 - Batiment K

5 avenue Pierre Mendeés France

69676 Bron cedex, France

+33(0) 04 78 77 30 53

Peter.Ford.Dominey (‘at’) univ-lyon2.fr

2. Department of Developmental and ComparativeiRdggy
Max Planck Institute for Evolutionary Anthropology
Deutscher Platz 6

D-04103 Leipzig, Germany

+49 (0) 341 3550 437

warneken (‘at’) eva.mpg.de



ABSTRACT:

There is a fundamental difference between roboas #dne equipped with sensory, motor and
cognitive capabilities, vs. simulations or non-emlled cognitive systems. Via their perceptual and
motor capabilities, these robotic systems can actewith humans in an increasingly more “natural”
way, physically interacting with shared objectscooperative action settings. Indeed, such cognitiv
robotic systems provide a unique opportunity toedi@gmental psychologists for implementing their
theories and testing their hypotheses on systeat@th becoming increasingly “at home” in the senso
motor and social worlds, where such hypothesesedevant. The current research is the result of
interaction between research in computational rsmieoce and robotics on the one hand, and
developmental psychology on the other. One ofkie findings in the developmental psychology
context is that with respect to other primates, &nsnappear to have a unique ability and motivation
share goals and intentions with others. This tgbidi expressed in cooperative behavior very early
life, and appears to be the basis for subsequemiafmment of social cognition. Here we attempt to
identify a set of core functional elements of caagige behavior and the corresponding shared
intentional representations. We then begin to igp&dow these capabilities can be implemented in a
robotic system, the Cooperator, and tested in henolaot interaction experiments. Based on the tesul
of these experiments we discuss the mutual befoefiboth fields of the interaction between robotics

and developmental psychology.

1.INTRODUCTION :

There is a long history of interaction between tk&oal aspects of psychology and the
information and computer sciences. The “informatjmrocessing” model of cognitive psychology
developed by Neisser (1967) and Broadbent (196®oed notions such as input, representation,
processing and output from computer science antlegpfhem to the analysis of mental processes.

Whether or not one holds with specific applicatidrcomputing metaphors to psychological theories, i



appears clear that the use of such metaphors fal usethat it confronts psychological theory with
specific questions to be addressed, related toeseptations and processes underlying cognitive
functions. Today the psychological and computicigrsces are entering a new period of interactian th
is linked to new technological developments in th@main of robotics. Unlike simulation and
traditional artificial intelligence programs thateaconstrained at best to “live” in simulated actél
worlds, robots are equipped with sensory and mezdpabilities that allow them to exist in the phgsic
world of the humans that they can interact withafTis, robots can provide experimental platforms t
cognitive scientists for implementing and testirgedries about the intricate relation between a
developing system and its physical environmentikewise, from the robot technology perspective,
robotics scientists have reasoned that the mospleontbehavior cannot be exclusively programmed by
hand, but rather should result from adaptive anceld@pmental mechanisms that are based on those
identified in the development of physiological €mst (Brooks 1990, Pfeifer 1999, Pfeifer & Gomez
2005).

One of the most interesting opportunities provided this interaction between robotics and
psychology will be in the domain of developmentayghology. Research in this domain is beginning
to focus in on the functional aspects of socialnttign that make humans unique in the animal wdtld.
appears that part of the uniquely human aspectsecorthe ability and motivation to shared intergiion
states with others (Tomasello et al. 2005). Thedhbje of the current research is to begin to ifient
some of the core elements of the human abilithresintentions based on experimental and theatetic
results from developmental psychology, and to thegin to determine how these elements can be
implemented on a corresponding robotic system deslidor interacting and cooperating with humans.
We believe that this work is important becauseotiwates psychologists to formalize their hypotlsese
in sufficient detail that they can lead to implenaion and testing in artificial but naturally insg

cognitive systems. Of particular interest are tineerlying representations required for these share



intentions. We also believe that this work is artpnt because it will begin to endow robots with
human-like abilities to cooperate.

Tomasello et al (2005) proposed that the humantylid share intentions develops via the
interaction of two distinct capabilities. The firsoncerns the ability to “read” or determine the
intentions of other agents through observationhafirt behavior, and more generally the ability to
represent and understand others as intentionaldyeaited agents. The second capability concémms t
motivation to share intentions with others. Wmtn-human and human primates are skilled at tke fir
- reading the intentions of others based on adiwh gaze direction, only humans seem to possess an
additional capability that will make a significadifference. This is the motivation to cooperate: t
share mental states, including goal based intesmitidnch form the basis of cooperation.

Perhaps one of the most insightful methods of éstabg the properties of human social
cognition is the comparison of human and great ppdormance in equivalent conditions (see
Tomasello & Carpenter 2007). In this context, V&en, Chen and Tomasello (2006) engaged 18-to-
24 month old children and young chimpanzees in-gaahted tasks and social games which required
cooperation. They were interested both in how toeperation would proceed under optimal
conditions, but also how the children and chimpsild@espond when the adult stopped performing the
task. The principal finding was that children erdiastically participate both in goal directed
cooperative tasks and social games, and spontdgexitesnpt to reengage and help the adult when he
stops. In contrast, chimpanzees are uninterestedn-goal directed social games, and appear wholly
fixed on attaining food goals, independent of coapen. Warneken et al. thus observed what appears
to be a very early human capacity for (1) activeahgaging in cooperative activities just for theesak
cooperation, and (2) for helping or reengaging peeturbed adult (Warneken & Tomasello 2006,
Warneken et al. 2006).

In one of the social games, the experiment begém avdemonstration where one participant sent



a wooden block sliding down an inclined tube areldther participant caught the block in a tin dogat t
made a rattling sound. This can be considered rgererally as a task in which one participant
manipulates an object so that the second partitipan then in turn manipulate the object. This
represents a minimal case of a coordinated acegnence. After the demonstration, in Trials 1 2nd
the experimenter sent the block down one of theduhree times, and then switched to the other, and
the child was required to choose the same tubbespdrtner. In Trials 3 and 4 during the game, the
experimenter interrupted the behavior for 15 sesa@rtl then resumed.

Behaviorally, children successfully participatediine game in Trials 1 and 2. In the interruption
Trials 3 and 4 they displayed two particularly neting types of response that were (a) to reentiegge
experimenter with a communicative act (on 38% @f ithterruption trials for 24 month olds), or less
often, (b) to attempt to perform the role of thepenmenter themselves (on 22% of interruption grial
for 24 month olds). Though (b) was considered -caoperative behavior, i.e. as an attempt to solve
the task individually, it still indicates that tlekildren had a clear awareness both of their motethat
of the adult in the shared coordinated activitmportantly, after only a few demonstrations of gjagne
(and only one demonstration for the 24 month chiljlit was apparent that the children had a “bird’s
eye view” or third person representation of theriattion, allowing them to subsequently take either
role in the game — that of the launcher or of theeiver of the sliding block. This implies a rathe
clever representation scheme which can keep trhttheogoal directed actions of multiple agents, and
their interaction, allowing the observer to theketéhe role of either of the observed agents. rilated
study, Warneken & Tomasello (2006) demonstratetd IBaand 24 month old children spontaneously
help adults in a variety of situations. This itenpreted as evidence for an altruistic motivatmhelp,
and an ability to understand and represent thesgaadl intentions of others. Indeed, such helping
represents a mutual commitment to the shared gctihich is one of the defining features of shared

cooperative activity (Bratman 1992).



The ability to represent the action from multiplergpectives was examined more directly in a
study of role reversal imitation conducted by Catpeet al. (2005). In one experiment of this gtud
children observed the experimenter cover a “BigdiBitgurine with a cloth. The experimenter then
asked the child “Where is big bird? Can you finch®’ and the child (or the experimenter) lifted the
cloth to reveal the toy. After three such demaigins, the experimenter handed the cloth to thid ch
and said “It's your turn now.” Approximately 70% thhe 21 18 month old children tested successfully
performed the role reversal. Again, this suggélsés the child maintains a representation of the
alternating roles of both participants in a thietgon perspective that can then be used to allew th
child to take on either of the two roles.

In order to begin to think about how such a syskex®m come to be (and could be built), we can
look to recent results in human and primate newsiplogy and neuroanatomy. It has now become
clearly established that neurons in the parietdltae premotor cortices encode simple actions footh
the execution of these actions as well as for gregption of these same actions when they performed
by a second agent (di Pelligrino et al. 1992 , Bliaiti & Craighero 2004). This research corrobmate
the emphasis from behavioral studies on the impoe&f the goal (rather than the details of themaga
in action perception (Bekkering et al. 2000, Catpe& Call 2007, Sommerville & Woodward 2005,
Tomasello et al. 2005). It has been suggestdadhbkae premotor and parietal “mirror” neurons @ay
crucial role in imitation, as they provide a comnr@presentation for the perception and subsequent
execution of a given action. Interestingly, howewehas been clearly demonstrated that the imoiat
ability of non-human primates is severely impovees when compared to that of humans (see
Rizzolatti & Craighero 2004, Tomasello et al. 2P0Bhis indicates that the human ability to imitate
novel actions and action sequences in real tinge dfter only one or two demonstrations) relies on
additional neural mechanisms to those found in maman primates.

In this context, a recent study of human imitatiearning (Buchine et al. 2004) implicates



Brodmann’s area (BA) 46 as responsible for orchésty and selecting the appropriate actions in hove
imitation tasks. We have recently proposed thatdB/Aparticipates in a dorsal stream mechanism for th
manipulation of variables in abstract sequenceslanguage (Dominey et al. 2006). Thus, variable
“slots” that can be instantiated by arbitrary mopoimitives during the observation of new behavior
sequences are controlled in BA 46, and their sddlestructure is under the control of corticogtila
systems which have been clearly implicated in sem&dor sequencing (see Dominey et al. (2006)).
This allows us to propose that this evolutionamigre recent cortical area BA 46 may play a crucial
role in allowing humans to perform compositionatrgiions (i.e. sequence learning) on more primitive
action representations in the ventral premotor padetal motor cortices. In other words, ventral
premotor and parietal cortices instantiate shaszdgptual and motor representations of atomic astio
and BA46 provides the capability to compose artyitszquences of these atomic actions, while relying
on well known corticostriatal neurophysiology f@gsience storage and retrieval. The functionaltresu
is the human ability to observe and represent nbgkavioral action sequences. We further clairh tha
this system can represent behavioral sequencesthertbird’s eye view” or third person perspective,
as required for the cooperative tasks of Warnekeal. 2006). That is, it can allow one obsencer t
perceive and form an integrated representatiohetoordinated actions of two other agents engeged
a cooperative activity. The observer can thenthiserepresentation to step in and play the roleitbier

of the two agents. This is a “dialogic cognitiepresentation,” or “we intention” in that it repeats
the “dialog” of interaction between agents.

Given this overview of some of the core functioed@ments of cooperative behavior and the
corresponding representations (including the “lsirdye view”), we can now take on the task of
beginning to specify how these capabilities canirbplemented in a robotic system, and tested in
human-robot interaction experiments. When makihg transition from human behaviour to

technological implantation, there is the risk ttire¢ implementation will be biased in terms of speci



computational or functionalist solutions. In thmntext, we are making a concerted effort in “coga

systems engineering,” a process in which the cognibbotics systems we build are constrained by (1
functional requirements (i.e. specification of htwe system behaves) derived from behaviour from
developmental psychology, and (2) architecturalst@mts from the neurosciences. To as large a
degree as possible, we avoid arbitrary constrairdsn the purely computational aspects of the

implementation platform.

2. THE ROBOTIC SYSTEM — THE COOPERATOR

In the current experiments the human and robot @@b@ by moving physical objects to different
positions in a shared work-space as illustrateféignres 1 and 2. The cooperative activity will ahxe
interactive tasks that preserve the important dspafcthe “block launching” task of Warneken et al.
transposed into a domain of objects suitable forrobot system. The 4 moveable objects are pietes o
a wooden puzzle, representing a dog, a pig, a dodka cow. These pieces can be moved by the robot
and the user in the context of cooperative activiBach has fixed to it a vertically protruding alet
screw, which provides an easy grasping target faotthe robot and for humans. In addition ther &r
images that are fixed to the table and serve admiarks for placing the moveable objects, and
correspond to a light, a turtle, a hammer, a radeck and a lion, as partially illustrated in Figsl 1 &

2. In the interactions, human and robot are reguio place objects in zones next to the different
landmarks, so that the robot can more easily deterwhere objects are, and where to grasp them.
Figure 1 provides an overview of the architectanegd Figure 2, which corresponds to Experiment 6

provides an overview of the actual physical sth@fairs during a cooperative interaction.



2.1 Representation

The structure of the internal representations ¢erral factor determining how the system will
function, and how it will generalize to new condits. Based on the neurophysiology reviewed above,
we use a common representation of action for beticgption and production. In the context of the
current study, actions involve moving objects tffedlent locations, and are identified by the agém,
object, and the target location the object is moteed As illustrated in Figure 1, by taking the ésh
loop” from vision, via Current Action Representatioto Motor Command, the system is thus
configured for a form of goal-based action imitatiol his will be expanded upon below.

In order to allow for more elaborate cooperativévity, the system must be able to store and
retrieve actions in a sequential structure, andtrbesable to associate each action with its agevie.
thus propose that the ability to store a sequeheetmns, each tagged with its agent, providemial
capability for dialogic cognitive representatiomhis form of real time sequence learning for imdat
is not observed in non-human primates (see Rizi@aCraighero 2004). In this context, an fMRI
study (Buchine et al. 2004) which addressed thedmuability to observe and program arbitrary action
indicated that a cortical area (BA46) which is @ftively recent phylogenetic origin is involvedsuach
processes. Rizzolatti and Craighero (2004) have sluggested that the BA 46 in man will orchestrate
the real-time capability to store and retrieve gggped actions, and we can further propose that thi
orchestration will recruit canonical brain circyifior sequence processing including the corticaistr
system (see Dominey 2005, and Dominey et al. 2008i§cussion of such sequence processing).

An additional important representational featurehef system is the World Model that represents
the physical state of the world, and can be acdessé updated by vision, motor control, and languag
similar to the Grounded Situation Model of Mavridisd Roy (2006). The World Model encodes the
physical locations of objects and is updated byowisand proprioception (i.e. robot action updates

World Model with new object location). Changes @tved in the World Model in terms of an object
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being moved allows the system to detect actiongeims of these object movements. Actions are
represented in terms of the agent, the object laadyval of the action, in the form MOVE(object, goa

location, agent). These representations can be fasembmmanding action, for describing recognized
action, and thus for action imitation and narratias seen below.

In the current study we address behavioral conwstisvhich focus on the observation and
immediate re-use of an intentional (goal directct)on plan. However, in the more general case, on
should consider that multiple intentional actioars can be observed and stored in a repertorygjntR
or Intentional Plan Repertory in Figure 1). Whba system is subsequently observing the behavior of
others, it can compare the ongoing behavior toetlstsred sequences. Detection of a match with the
beginning of a stored sequence can be used tewetthe entire sequence. This can then be used to
allow the system to “jump into” the scenario, tdicipate the other agent’s actions, and/or to hiegt

agent if there is a problem.

2.2 Visual perception

Visual perception is a challenging technical prableTo simplify, standard lighting conditions
and a small set (n = 10) of visual objects to recgare employed (4 moveable objects and 6 latatio
landmarks). A VGA webcam is positioned at 1.25 ergetabove the robot workspace. Vision
processing is provided by the Spikenet Vision Systhttp://www.spikenet-technology.com/). Three
recognition models for each object at differenentations (see Fig. 3) were built with an offlinedel
builder. During real-time vision processing, thedals are recognized, and their (X, y) location in
camera coordinates are provided. Our vision postgssing eliminates spurious detections and return
the reliable (x, y) coordinates of each moveableab The nearest of the 6 fixed landmarks is then

calculated in order to localize the object.



11

2.3 Motor Control & Visual-Motor Coordination

While visual-motor coordination is not the focustleé current work, it was necessary to provide
some primitive functions (i.e. visually guided odijgrasping) to allow goal directed action. Alltbe
robot actions, whether generated in a context datron, spoken command or cooperative interaction
will be of the formmove(x to y) wherex is a member of a set of visually perceivable digjegndy is a
member of the set of 6 fixed landmark locationghework plan.

Robot motor control for transport and object malapan with the Cooperator's two finger
gripper is provided by the 6 degree of freedom IB/axm (www.lynxmotion.com). The 6 motors of the
arm are coordinated by a parallel controller cotewt¢o a PC computer that provides transmission of
robot commands over the RS232 serial port.

Human users (and the robot Cooperator) are consttavhen they move an object, to place it in
one of the zones designated next to each of theasdmarks (see Fig 3). This way, when the nearest
landmark for an object has been determined, th&uiicient for the robot to grasp that object laé t
prespecified zone.

In a calibration phase, target points are marked teeeach of the 6 fixed landmark locations,
such that they are all on an arc that is equididtaithe center of rotation of the robot arm baser
each, the rotation angle of Joint O (the rotatihguéder base of the robot arm) necessary to ahgn t
arm with that point is then determined. We thetearined a common set of joint angles for Joints 1
5 that position the gripper to seize an object dheeshould angle is established. Angles for Jithat
controls the closing and opening of the grippelgtasp and release an object were then identified.
Finally a neutral position to which the arm coullfeturned in between movements was defined. The
system was thus equipped with a set of action gixies that could be combined to position the radiot
any of the 6 grasping locations, grasp the cormedipg object, move to a new position, and place the

object there.
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2.4 Cooperation Control Architecture

The spoken language control architecture illustrate=ig 4 is implemented with the CSLU Rapid
Application Development toolkit (http://cslu.csei.eglu/toolkit/). This system provides a state-blase
dialog management system that allows interactidh thie robot (via the serial port controller) anidw
the vision processing system (via file i/0). Masiportantly it also provides the spoken language
interface that allows the user to determine whatlenaf operation he and the robot will work in, dad
manage the interaction via spoken words and seegenc

Figure 4 illustrates the flow of control of theenaction management. In the Start state the system
first visually observes where all of the objecte aurrently located. From the start state, theesyst
allows the user to specify if he wants to ask timot to perform actions via spoken commands (Act),
imitate the user, or to play (Imitate/Play). I tAct state, the user can specify actions of the fé’ut
the dog next to the rose” and a grammatical coastn template (Dominey et al. 2003, Dominey et al.
2005, Dominey & Boucher 2005, Dominey et al. 20Déminey et al. 2006) is used to extract the
action that the robot then performs, in the fdviove(object, location). In the Imitate state, the robot
first verifies the current state (Update World) ahdn invites the user to demonstrate an actiontén
Action). The user shows the robot one action. et then begins to visually observe the scerié un
it detects the action, based on changes in oljeetibns detected (Detect Action). This actiothin
saved and transmitted (via Play the Plan with RamtAgent) to execution (Execute action). A
predicate(argument) representation of the form Mabject, landmark) is used both for action
observation and execution. Imitation is thus aimal case of Playing in which the “game” is a $ng
action executed by the robot.

The more general case corresponds to “games” iohwthie robot and human will take turns in the
execution of a shared plan. In the current implaiatéon of this, the user can demonstrate multiple

successive actions, and indicate the agent (bygdyiou/l do this”) for each action. Improvemeints
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the visual processing will allow the more generasecin which the system can observe two agents
interacting and attribute each action to its respe@gent.

The resulting intentional plan specifies what i®&done by whom. When the user specifies that
the plan is finished, the system moves to the J¥aa, and then to the Play Plan states. For each
action, the system recalls whether that action iset executed by the robot or the user. Robotutiaer
takes the standard Execute Action pathway. Usecwdion performs a check (based on user response)
concerning whether the action was correctly peréatrar not. Interestingly, the ability of the roliot
“help” the user comes quite naturally, based ondh@ed intentional plan. If the user action i$ no
performed, the robot “knows” the failed action ldhe® its own representation of the plan. The robot
can thus communicate with the user, and if the ageges, the robot can help by performing the actio
itself. Thus, “helping” was quite naturally implemted by combining an evaluation of the user action
with the existing capability to perform a storedi@t representation. Still, it is worth noting thate
crucial difference between the helping by the rabad what Warneken et al. tested in the helpindyst
(Warneken & Tomasello 2006) was that the childred ahimpanzees helped the othath their

action, not just performing the other’s action céebgdy, but complementing the other’s action.

2.5 “Bird’s Eye View and Role Reversal

In an initial set of experiments (Experiments 1eéolw), the “intentional plan” was represented
for the robot as a sequence of actions in the “Ntention” of Figure 1, with the attribution of thhgent
fixed for each action. We know however from th@exxmental results of Warneken et al. (2006), and
from the role reversal studies of Carpenter e(28105) that this representation is flexible, in gsnse
that the child can take on the role of either & tWwo represented agents. Once the adult inditia¢es
role he takes, the child then spontaneously adapistakes the other role. In the current systeen, w

thus introduce a new capability in which, priortbh@ playing of the game, the roles can be deteminine
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and modified. When control reaches the “Plan 'Ptage in the controller (Figure 4), i.e. after @an
game has been demonstrated, or after the userehtmglay the old game, the robot now asks the use
if he wants to go first. If the user responds yken the roles of user and robot remain as theg \we

the demonstration. If the user says no, then thlesrare reversed. Reversal corresponds to
systematically reassigning the agents (i.e. robaoiser) associated with each action. Indeed, tealy

it would be possible that based upon the first mioye¢he user (or the users insistent waiting fa th
robot to start), the robot infers who does what {ivhether to reverse roles or not) and what tohall

take in the cooperative plan, though this has veisnmplemented in the current version of the system

3.EXPERIMENTAL RESULTS

For each of the 6 following experiments, equivaleatiants were repeated at least ten times to
demonstrate the generalized capability and robsstoéthe system. In less than 5 percent of thkstr
overall, errors of two types were observed to occapeech errors resulted from a failure in theeoi
recognition, and were recovered from by the commaalilation check (Robot: “Did you say ...7?").
Visual image recognition errors occurred when thgas were rotated beyond 20° from their upright
position. These errors were identified when ther aketected that an object that should be seemotas
reported as visible by the system, and were cadeby the user re-placing the object and asking the
system to “look again”. At the beginning of eadaltthe system first queries the vision systend an
updates the World Model with the position of alkible objects. It then informs the user of the
locations of the different objects, for example ETdog is next to the lock, the horse is next tdithe”

It then asks the user “Do you want me to act, itejtplay or look again?”, and the user respondk wit

one of the action-related options, or with “lookaayj if the scene is not described correctly.
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3.1 Experiment 1: Validation of Sensorimotor Contol

In this experiment, the user says that he wants‘Ale#’ state (Fig 4), and then uses spoken
commands such as “Put the horse next to the hamnietall that the horse is among the moveable
objects, and hammer is among the fixed landmailkge robot requests confirmation and then extracts
the predicate-argument representatiorMeve(X to Y) - of the sentence based on grammatical
construction templates. In the Execute Action sttte actionMove(X to Y) is decomposed into two
components ofset(X), and Place-At(Y). Get(X) queries the World Model in order to localize X hwit
respect to the different landmarks, and then perfoa grasp at the corresponding landmark target
location. LikewisePlace-At(Y) simply performs a transport to target locationnd aeleases the object.
Decomposing theget and place functions allows the composition of all possibambinations in the
Move(X to Y) space. Ten trials were performed moving the @ljects to and from different landmark
locations. In these ten experimental runs, theesysperformed correctly. Experiment 1 thus
demonstrates that the system has (1) the abilityatzssform a spoken sentence into a Move(X to Y)
command, (2) the ability to perform visual locatina of the target object, and (3) the sensory-moto

ability to grasp the object and put it at the sfpedilocation. .

3.2 Experiment 2: Imitation

In this experiment the user chooses the “imitatates As stated above, imitation is centered on
the achieved ends — in terms of observed changest®e — rather than the detailed trajectory camse
by which these ends were achieved (Bekkering e2@00, Carpenter et al. 2005). Before the user
performs the demonstration of the action to bedtad, the robot queries the vision system, andtepda
the World Model (Update World in Fig 4) and thewitas the user to demonstrate an action. The robot
pauses, and then again queries the vision systehtamtinues to query until it detects a difference
between the currently perceived world state and pheviously stored World Model (in State

Comparator of Fig 1, and Detect Action in Fig Hrresponding to an object displacement. Extracting
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the identity of the displaced object, and its neaation (with respect to the nearest landmarkwadlo
the formation of artMove(object, location) action representation. Before imitating, thkatooperates
on this representation with a meaning-to-senteonosteuction in order to verify the action to theeys
as in “Did you put the dog next to the rose?”htrt asks the user to put things back as they voeiteas

it can perform the imitation. At this point, thetian is executed (Execute Action in Fig 4). Imte
experimental runs the system performed correcllijis demonstrates (1) the ability of the system to
detect the final “goal” of user-generated actiosslafined by visually perceived state changes,(and

the utility of a common representation of actiongerception, description and execution.

3.3 Experiment 3: A Cooperative Game

The cooperative game is similar to imitation, exdbpt there is a sequence of actions (rather than
just one), and the actions can be effected by rettie user or the robot in a cooperative, turnrigki
manner. In this experiment, the user respondseaystem request and enters the “play” statevhit
corresponds to the demonstration in Warneken €2@06) the robot invites the user to start showing
how the game works. Note that in these experiménts experimenters demonstrate the game and the
subject is observing this interaction from a thpetson-perspective. The experimenters invite thid ch
to see how the game works by showing it to thest &ind then have them participate afterwards. For
technical limitations of the visual system, we euatty use the following modification: The userrhe
begins to perform a sequence of actions that aserebd by the robot. For each action, the user
specifies who does the action, i.e. either “youhds’ or “I do this”. The intentional plan is thistored
as a sequence of action-agent pairs, where eac &the movement of an object to a particuleget
location. Note that because the system can datéions, if it is capable of identifying distincsers (by
some visual cue on their hands for example) thenststem could observe two humans perform the

task, thus adhering more closely to the protocoM&rneken et al. 2006. In Fig 1, the resulting
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interleaved sequence is stored as the “We intéhti@n an action sequence in which there are dffe
agents for different actions. When the user ishied he says “play the game”. The robot then lsdgin
execute the stored intentional plan. During thecexion, the “We intention” is decomposed into the
components for the robot (Me Intention) and the aarfYou intention).

In one run, during the demonstration, the user ‘4aio this” and moved the horse from the lock
location to the rose location. He then said “youtliis” and moved the horse back to the lock locati
After each move, the robot asks “Another move hallsve play the game?” When the user is finished
demonstrating the game, he replies “Play the gamPBriring the playing of this game, the robot
announced “Now user puts the horse by the roséie user then performed this movement. The robot
then asked the user “Is it OK?” to which the usplied “Yes”. The robot then announced “Now robot
puts the horse by the lock” and performed the actioln two experimental runs of different
demonstrations, and 5 runs each of the two denaiadtigames, the system performed correctly. This
demonstrates that the system can learn a sim@etiobal plan as a stored action sequence in wthieh

human and the robot are agents in the respectiimac

3.4 Experiment 4: Interrupting a Cooperative Game

In this experiment, everything proceeds as in @rpart 3, except that after one correct repetition
of the game, in the next repetition, when the rabotounced “Now user puts the horse by the rose” th
user did nothing. The robot asked “Is it OK” andidg a 15 second delay, the user replied “no”e Th
robot then said “Let me help you” and executednttuee of the horse to the rose. Play then continued
for the remaining move of the robot. This illuséshow the robot’s stored representation of thiemac

that was to be performed by the user allowed thetrto “help” the user.
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3.5 Experiment 5: A More Complex Game

Experiment 3 represented the simplest behavior toatid qualify as a cooperative action
sequence. In order to more explicitly test theentibnal sequencing capability of the system, this
experiment replicates Exp 3 but with a more compéesk, illustrated in Figure 2. In this game (Teabl
1), the user starts by moving the dog, and afteh eaove the robot “chases” the dog with the horse,

until they both return to their starting places.

Action User identifies User Demonstrates Action Ref in Figure 2
agent
1. | do this Move dog from the lock to the rose B
2. You do this Move the horse from the lion to liek B
3. | do this Move the dog from the rose to the imem C
4. You do this Move the horse from the lock to ithse C
5. You do this Move the horse from the rose tolithe D
6. | do this Move the dog from the hammer to thek| D

Table 1. Cooperative “horse chase the dog” gareeifsgd by the user in terms of who does the

action (indicated by saying) and what the actiofindicated by demonstration). lllustrated in FigQ.

As in Experiment 3, the successive actions areallisuecognized and stored in the shared “We
Intention” representation. Once the user saysy‘la game”, the final sequence is stored, and then
during the execution, the shared sequence is dezsedpnto the robot and user components based on
the agent associated with each action. When teeisighe agent, the system invites the user toemak

the next move, and verifies (by asking) if the meweess OK. When the system is the agent, the robot
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executes the movement. After each move the Worddié is updated. As in Exp 3, two different
complex games were learned, and each one “playextessfully 5 times. This illustrates the learning
by demonstration (Zo6llner et al. 2004) of a compleentional plan in which the human and the robot

are agents in a coordinated and cooperative activit

3.6 Experiment 6: Interrupting the Complex Game

As in Experiment 4, the objective was to verifyttttee robot would take over if the human had a
problem. In the current experiment this capabiktyerified in a more complex setting. Thus, when
the user is making the final movement of the dogkb@® the “lock” location, he fails to perform
correctly, and indicates this to the robot. Whke tobot detects failure, it reengages the usdr wit
spoken language, and then offers to fill in for theer. This is illustrated in Figure 2H. This
demonstrates the generalized ability to help tlaat @accur whenever the robot detects the user is in

trouble.

3.7 Experiment 7: Role reversal in the Complex Gae

Carpenter et al. (2005) demonstrated that 18 moldatithildren can observe and participate in a
cooperative turn-taking task, and then reverser ttwde, indicating that they develop a third person
“bird’s eye view” perspective of the interactioifhe current experiment tests the ability of theesys
to benefit from the “bird’s eye view” representatiof the shared intentional plan in order to taikieee
role in the plan. In one test, the same “old gafr@h experiments 5 and 6 was used, with the mediifi
version of the system that asks, prior to playimg game “do you want to go first”. To test theerol
reversal, the human responds “no”. In the dematedr game, the human went first, so the “no”
response constitutes a role reversal. The systassystematically reassigns the You and Me actbns

the We intention in Figure 1. Once this reassigmnias been made, then the shared plan execution
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mechanism proceeds in the standard manner. Thensysuccessfully performed this role reversal.
Again, it is technically feasible for the robotitder its own role based upon only what the usesgby
detecting whether or not the user initiates thet faction in the game, and such an implementatitin w

be pursued in our future work.

4.DISCUSSION

Significant progress has been made in identifysogie of the fundamental characteristics of
human cognition in the context of cooperative iatdon, particularly with respect to social cogoiti
(Fong et al. 2003, Goga & Billard 2005, Kozima & néa2001, Lieberman 2007). Breazeal and
Scassellati (2001) investigate how perception afadly relevant face stimuli and object motion will
both influence the emotional and attentional stditthe system and thus the human-robot interaction.
Scassellati (2002) further investigates how develemtal theories of human social cognition can be
implemented in robots. In this context, Kozima ariao (2001) outline how a robot can attain
intentionality — the linking of goal states withtemtional actions to achieve those goals — based on
innate capabilities including: sensory-motor fuastiand a simple behavior repertoire, drives, an
evaluation function, and a learning mechanism.

The abilities to observe an action, determine @al@nd attribute this to another agent are all
clearly important aspects of the human ability womerate with others. The current research
demonstrates how these capabilities can contribmtéhe “social” behavior of learning to play a
cooperative game, playing the game, and helpinghanglayer who has gotten stuck in the game, as
displayed in 18-24 month old children (Warnekeale2006, Warneken & Tomasello 2006). While the
primitive basis of such behavior is visible in clpamzees, its full expression is uniquely human (see
Warneken et al. 2006 and Warneken & Tomasello 20083 such, it can be considered a crucial
component of human-like behavior for robots.

The current research is part of an ongoing effodriderstand aspects of human social cognition
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by bridging the gap between cognitive neurosciesaaulation and robotics (Boucher & Dominey
2006, Dominey et al. 2003, Dominey et al. 2005, D@y & Boucher 2005, Dominey et al. 2004,
Dominey et al. 2006). The experiments presented melicate that functional requirements derived
from human child behavior and neurophysiologicahstmints can be used to define a system that
displays some interesting capabilities for coopesabehavior in the context of imitation. Likewjse
they indicate that evaluation of another’s progressbined with a representation of his/her fagedl
provides the basis for the human characteristithelping.” This may be of interest to developménta
scientists, and the potential collaboration betwtese two fields of cognitive robotics and human
cognitive development is promising. The develeptal cognition literature lays out a virtual roaam
for robot cognitive development (Tomasello et @02, Dominey 2005). In this context, we are
currently investigating the development of hieresahmeans-end action sequences (Sommerville &
Woodward 2005).. At each step, the objective walltb identify the characteristic underlying behavio
and to implement it in the most economic mannethia continuously developing system for human-
robot cooperation.

Here we begin to address the mechanisms that aimmts to make changes in perspective. In
the experiments of Warneken et al. the child watdweo adults perform a coordinated task (one adult
launching the block down the tube, and the oth&shoiag the block). At 18-24 months, the child can
thus observe the two roles being played out, aad #tep into either role (Carpenter et al. 2008)is
indicates a “bird’s eye view” representation of to®peration, in which rather than assigning “med a
“other” agent roles from the outset, the child esents the two distinct agents A and B, and adsscia
one of these with each action in the cooperativgusece. Then, once the perspective shift is
established (by the adult taking one of the rabedetting the child choose one) the roles A andr&
assigned to me and you (or vice versa) as apptepria

This is consistent with the system illustrated igufe 1. We could improve the system: rather
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than having the user tell the robot “you do thisddl do this,” the vision system can be modified t
recognize different agents who can be identifiedshying their name as they act, or via visually
identified cues on their acting hands. In the enrrsystem we demonstrate that the roles associated
with “you” and “me” can be reversed. More gensgtalhey can also be dissociated from “you” and
“me” and linked with other agents. The key is tthare is a central representation correspondirtigeto
“We intention” in Figure 1, which allows the “bigl’eye view”, and a remapping mechanism that can
then assign these component actions to their régpeagents (corresponding to the Me and You
intentions in Figure 1). Clearly there remains kvéw be done in this area, but the current results
represent a first step in specifying how thesenitw@al representations could be implemented.

Indeed, we take a clear position in terms of imaerepresentational requirements, defined by a
hybrid form of representation. At one level, osliaction and perception are encoded in an “embbdied
form in terms of joint angles, and continuous valfrem the visual system. At a different level,g'w
intentions” which allow an extension in time, aistithct sequences of predicate-argument proposition
elements. Thus there is a continuum of embodiraedtrepresentation. In the context of represeraing
joint activity through observation — the action gegtion is linked to the sensorimotor system, het t
system that stores and replays these sequencdsecamsidered to be independent. Indeed, it s thi
simulation capability that might well provide thadis for abstract processing (Barsalou 1999) More
broadly speaking, though the demands of requinmgiementation, robot experiments such as these can
help us to shed further light on the nature an@s&ty of internal representations

An important open issue that has arisen throughrésearch has to do with inferring intentions.
The current research addresses one cooperativityaati a time, but nothing prevents the systenmfro
storing multiple such intentional plans in a repari(IntRep in Fig 1). In this case, as the usgis to
perform a sequence of actions involving himself #mel robot, the robot can compare this ongoing

sequence to the initial subsequences of all steegdences in the IntRep. In case of a match otbat r
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can retrieve the matching sequence, and inferithathis that the user wants to perform. This ba
confirmed with the user and thus provides the bé&sisa potentially useful form of learning for
cooperative activity. Indeed, this developmenthe robotics context provides interesting predittio
about how these inferences will be made that caedied with children.

A potential criticism of this work could hold thathile it might demonstrate an interesting and
sophisticated simulation, everything of interestmss to be built in rather than emergent or develppe
thus of relatively thin relevance to psychologisté/e would respond that any implementation must
make choices about what is built in and what isrger@. Here we have built in functions that previd
the ability to perceive actions, encode action-agequences, and to use these sequences in bahaviou
What results is the open ended capability to leatitrary cooperative behaviors, to help, and to
changes perspectives/roles. The relevance to pwgihts is twofold, in terms of what the resulting
system can do, and in terms of where it fails.

Thus, while we have begun to implement some asp#ctiese intention representations, we
should also stress how the robot’'s capabilitid$ differ from what these young children already, do
including the following. (1) Children learn intémal plans quickly without direct teaching, bustiy
observing from the outside how two people inter@t.They are not told who performs which role, but
they themselves are able to parse the interaattonroles. (3) They spontaneously provide help outh
the experimenter asking them for help and withbatrt asking the experimenter whether he wants help.
(4) They not only help the other with his role lthey insist on the partner performing his role when
interrupts. In other words, they seem to insistlanjoint commitment to perform the respective sole
For the most part, these differences are “perighardhat they are related to the perception actioa
capabilities, rather than to the structure of mérepresentations. Point (1) will rely on a fsate”
system that determines what behavior is interestmdy merits learning (perhaps any behavior between

multiple agents operating on the same objects)intR&) will require vision processing that allows
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identification of different individuals. For pos(3) and (4), the behavior is currently availabke, it is
wholly feasible for the robot to help and to indlsat the other partner participates spontaneassiye
situation requires.

In conclusion, the current research has attemptéditd and test the Cooperator, a robotic system
for cooperative interaction with humans, based ehalioral and neurophysiological requirements
derived from the respective literatures. The extg@on involves spoken language and the performance
and observation of actions in the context of coafpes action. The experimental results demonstate
rich set of capabilities for robot perception anbsequent use of cooperative action plans in theego
of human-robot cooperation. This work thus extetidgs imitation paradigm into that of sequential
behavior, in which the learned intentional actieguences are made up of interlaced action sequences
performed in cooperative and flexible alternation the human and robot. While many technical
aspects of robotics (including visuomotor coordmatnd vision) have been simplified, we believat th
this work makes a useful contribution in demonsttgathow empirical and theoretical results in
developmental psychology can be formalized to ttterg that they can be implemented and tested in a
robotic system. In doing so, we gain further ihsigto the core functions required for cooperatieamd

help to increase the cooperative capabilities bbt®in human-robot interaction.
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Fig 1. Cooperation System. In a shared work-sphugan and robot manipulate objects
(green, yellow, read and blue circles correspanttindog, horse, pig and duck), placing them next
to the fixed landmarks (light, turtle, hammer, etdction: Spoken commands interpreted as
individual words or grammatical constructions, ath@ command and possible arguments are
extracted using grammatical constructions in Lagguroc. The resulting Action(Agent, Object,
Recipient) representation is the Current ActiorhisTis converted into robot command primitives
(Motor Command) and joint angles (Motor Controly the robot.Perception: Vision provides
object location input, allowing action to be pevesl as changes in World State (State Comparator).
Resulting Current Action used for action descriptionitation, and cooperative action sequences.
Imitation: The user performed action is perceived and ertod€urrent Action, which is then used
to control the robot under the supervision of ExeeuControl. Cooperative Games. During
observations, individual actions are perceived, atributed to the agent or the other player (Me or
You). The action sequence is stored in the Wentide structure, that can then be used to

separately represent self vs. other actions.
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Figure 2. Cooperative task of Exp 5-6. Robot &ooperator, with 6 landmarks (Light, turtle,
hammer, rose, lock and lion from top to bottom).owdable objects include Dog and Horse. In A-D,
human demonstrates a “horse chase the dog” gandeswatessively moves the Dog then Horse,
indicating that in the game, the user then the trab® agents, respectively. After demonstratiamn
and robot “play the game”. In each of E — F useve@saDog, and robot follows with Horse. In G robot
moves horse, then in H robot detects that theiag®ving trouble and so “helps” the user withfihal

move of the dog. See Exp 5 & 6.
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Figure 3. Vision processing. Above: A. — D. Tétemplates each for the Dog, Duck, Horse and
Pig objects at three different orientations. Belemcompassing circles indicate template recognitio
for the four different objects near different fixishdmarks, as seen from the camera over the robot

workspace
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Figure 4. Spoken Language Based Cooperation flovomtrol. Interaction begins with proposal
to act, or imitate/play a game. Act — user saya@ion that is verified and executed by robot. ri/o
Model updated based on action. Downward arrowcatds return to Start. Imitate/Play — user
demonstrates actions to robot and says who thet apewnld be when the game is to be played (e.g.
“You/l do this”). Each time, system checks theestaf the world, invites the next action and detehe
action based on visual object movement. When #meadis finished, the plan (of a single item in the
case of imitation) is stored and executed (Play)Pldf the user is the agent (encoded as parhef t
game sequence), system checks execution statubedpsl user if failure. If robot is agent, system

executes action, and then moves on to next item.



