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1 Introduction 
In recent years, a large number of research efforts have been directed towards 
implementing cognitive robotic systems. One of the approaches for accomplishing 
cognitive system design is by following an optimization procedure. In particular, 
following this approach, the complete structure of the cognitive system is described 
by a set of parameters, while an optimization process is utilized to explore the 
parameters domain, identifying those values that give the cognitive system an 
appropriate behavior, according to a set of human-specified design criteria. 

The characteristics and the effectiveness of the employed optimization methodology 
strongly influence the quality of the resulted system. Classical gradient-based 
optimization procedures are not very effective in approaching complex highly non-
linear problems [1]. The limitations of traditional optimization techniques led to the 
growth of stochastic search methods. One very popular stochastic search approach is 
evolutionary algorithms which are capable of accomplishing near globally optimal 
solutions (e.g. cognitive system configurations) in highly non-linear problems. 
However, many difficulties arise with evolutionary approaches when large systems 
need to be implemented. In order for the employed design methodology to be more 
effective, it should be capable of addressing the structural characteristics of the 
particular system. Specifically for the cognitive systems, distributedness is one of the 
most widely assumed characteristics. Distributedness means that there is no central 
processor or homunculus that controls behavior but a distributed and functionally 
integrated network of recursive processes from which a coherent behavior emerges 
as a global product of the system. This property of cognitive systems should be 
explicitly addressed by the optimization design methodology in order to effectively 
design the overall system. 

This is particularly the approach followed by coevolutionary algorithms which utilize 
separate populations to evolve partial entities of the problem [2, 3]. In order to 
formulate a composite problem solution, individuals within different populations have 
to be selected, put together and operate in parallel [4, 5]. In other words, 
coevolution breaks down the overall problem into smaller pieces and then solves 
partial problems taking also into account the dynamics of their interaction. The 
capability of coevolution to address the distributed nature of cognitive systems 
makes it very appropriate for being employed as an effective design methodology. 

2 The Specialized Features of Coevolution 
Coevolution involves two or more concurrently performed evolutionary processes 
with interactive performance. Initial ideas on modeling coevolutionary processes 
were formulated by [6-9]. Typically, separate populations are employed to evolve 
the identifiable entities of the problem1. Each population is able to use its own 

                                                 
1 Initially, works using single population models were also referred as coevolutionary 
approaches (e.g. [10]). However, here we concentrate only on the schemes employing two or 
more distinct populations, because this approach is followed by the majority of recent works 
[11]. 



evolutionary parameters (e.g. encoding, genetic operators), providing increased 
search competencies to the overall optimization procedure [4, 12]. This is due to the 
utilization of partial populations which on the one hand decomposes the overall 
problem domain in smaller and more easily searchable areas, and on the other hand 
provides the opportunity to the designer to address effectively the particular features 
of each entity in the problem. 

The design of a fitness function is a very crucial factor for the successful convergence 
of evolutionary processes. Coevolution differs from ordinary evolutionary algorithms 
in terms of fitness function usage, because the evaluation process is based on 
interactions between individuals. Each individual represents a distinct component of 
the problem which has to interact with the others in order to construct an effective 
composite solution. In other words, the fitness function is non-stationary, but it is 
also based on the quality of co-existing individuals representing other entities of the 
problem [13]. Since the fitness measure is specified relatively to other individuals, 
each improvement on one partial population is triggering further improvements in 
other populations. Additionally, it is worth emphasizing that the plasticity of the 
fitness measure has the advantageous side-effect of the effortless maintenance of 
diversity in partial populations. Thus, it is not surprising that several studies report 
that coevolution outperforms unimodal evolution [14-16]. 

3 Coevolutionary Approaches and Cognitive/Robotic System 
Design 
Research efforts on cognitive robotic systems are often investigating the self- 
organization of decentralized structures. This is usually done either by addressing 
distributed control systems serving as robot brains, or by exploring how social 
interaction enforces the emergence of new behaviors at both an atomic and a group 
level. At the same time, following the discussion in the previous section, 
coevolutionary approaches are very good at tackling distributed problems. As a 
result, it seems that coevolution is well suited for the specialized needs of cognitive 
systems design, and it can successfully serve as a tool for research in the area. 

Coevolutionary approaches are broadly distinguished into competitive and 
cooperative approaches [17]. In the following, we present each one of them and we 
discuss the type of problems they fit best. Additionally, we briefly review their 
previous applications to designing cognitive robotic systems. 

3.1 Competitive Coevolution 
Competitive coevolutionary models are especially suitable for problems that can be 
stated in the form of two or more opponent entities [11]. These approaches are 
often described in terms of co-evolving solutions and test cases, in interacting 
populations. In particular, each opponent utilizes the others as test cases in order to 
estimate its fitness quality. Following this approach, competition takes place between 
partial evolutionary processes, i.e. the success of the one implies the failure of the 
other [8, 18-20]. The fitness of a candidate solution is proportional to the number of 
test cases it solves, while the fitness of a test case is proportional to the candidate 
solutions which fail to solve it [21]. As a result, it is expected that each opponent will 
become increasingly more efficient by exploiting the weakness of the other, and also 
eliminating its own weak points. 

Competitive coevolution is suitable for problems that are difficult to formulate an 
objective fitness function, but can be easily described by an antagonistic scenario. In 



the field of cognitive robotics the majority of competitive coevolutionary approaches 
have been employed in predator/prey -like problems [22-24]. Competing 
populations, representing either a predator or a prey robot, reciprocally drive one 
another to increasing levels of complexity by producing an evolutionary arms race, 
where each group becomes gradually more efficient. Competitive coevolution has 
been also proposed as an abstract model of cognitive operation, simulating the way 
humans make iterative revisions to problem specifications [25]. Furthermore, a 
similar antagonistic scenario has been also suggested as a tool for studying 
competing internal dynamics in the brain [26]. 

3.2 Cooperative Coevolution 
The cooperative scheme provides an appropriate framework for evolving distributed 
systems consisting of non-linearly interacting components that need to be co-
adapted on one another [2, 27]. The standard approach to applying cooperative 
coevolution is based on the natural decomposition of a problem into its partial 
components [3, 4, 28-30]. In particular, the structure of each component is assigned 
to a different subpopulation. Then, components are evolved simultaneously, but in 
isolation from one another. In order to evaluate the fitness of an individual from a 
given partial population, collaborators are selected from the other subpopulations, 
and the combined chromosome is decoded to form a complete solution of the 
problem which is further tested and evaluated [3]. As a result, each component 
achieves successful performance only by helping the other components to also 
perform in an efficient way. The crucial role of component interaction in cooperative 
coevolution, enforces the coupling of partial structures and the formulation of 
successful composite solutions. 

Cooperative coevolution has been successfully applied in the field of robotics for 
implementing distributed autonomous systems. The majority of applications lie in the 
field of multi-agent systems, aiming at designing robots which are capable of solving 
complex tasks by means of developing an integrated collective functionality [31-33]. 
In a similar way, other works employ a set of neural agents that together compose a 
single artificial brain for robotic systems [34,35]. Cooperative coevolution also has 
been employed for implementing systems based on the well known mixture of 
experts approach, where each expert develops a different role specializing in a 
specific portion of the whole problem [36]. Furthermore, recently cooperative 
coevolution was employed for implementing biologically inspired brain-like 
computational models [35, 37], that make robots capable of solving well-known 
cognitive tasks. 

4 Conclusions 
Coevolution is a relatively new computing approach that has gained the interest of 
many researchers in recent years. In particular for the field of cognitive robotic 
systems, coevolution provides a new framework for investigating how complex 
cognitive phenomena emerge from the interaction of simple entities, and thus, it can 
be expected to significantly support research endeavors in the area. 

Regarding the joint future of coevolutionary techniques and cognitive robotic 
systems, one can find many interesting research topics that are worth investigation. 
Among them, we distinguish the following two general research directions. Firstly, 
further work is necessary for the improvement of coevolutionary algorithms and their 
capability to address large and difficult problems, providing also a framework for 
analyzing the internal dynamics of the design procedure and the shaping/emergence 



of new behaviors. Secondly, new design methodologies are required that take 
advantage of the distributed characteristics of cognitive systems being capable to 
scale up in terms of both their computational structure and their behavioral 
repertoire, self-organizing successfully into gradually more sophisticated systems. 
The further development of coevolutionary approaches could provide an efficient 
solution to this problem. 
 

References 
1. Deb, K.: Optimization for Engineering Design: Algorithms and Examples. Prentice-Hall, New 
Delhi, India (1995) 

2. Potter, M., De Jong, K.: Cooperative coevolution: An architecture for evolving coadapted 
subcomponents. Evol. Computation 8 (2000) 1-29 

3. Wiegand, R., Liles, C., De Jong, A.: An empirical analysis of collaboration methods in 
cooperative coevolutionary algorithms. In: Proc. of the Genetic and Evolutionary Computation 
Conference (GECCO), Morgan Kaufmann (2001) 1235-1242 

4. Casillas, J., Cordon, O., Herrera, F., Merelo, J.: Cooperative coevolution for learning fuzzy 
rule-based systems. In Proc. of the Fifth Conference on Artificial Evolution (AE), (2001) 311-
322 

5. Popovici, E., De Jong, K.: Understanding cooperative coevolutionary dynamics via simple 
fitness landscapes. In: Proc. Genetic and Evolutionary Computation Conference, (GECCO). 
(2005) 

6. Maynard, S.: Evolution and the theory of games. Cambridge University Press (1982) 

7. Axelrod, R.: The evolution of cooperation. New York: Basic Books (1984) 

8. Hillis, D.: Co-evolving parasites improve simulated evolution as an optimization procedure. 
In: Proc. Artificial Life II. (1992) 313-324 

9. Paredis, J.: Artificial coevolution, explorations in artificial life. Miller Freeman Inc., AI Expert 
Presents (1995) 

10. Moriarty, D., Miikkulainen, R.: Forming neural networks through efficient and adaptive 
coevolution. Evolutionary Computation 5(4) (1997) 373-399 

11. Kicinger, R., Arciszewski, T., De Jong, K.: Evolutionary computation and structural design: 
A survey of the state-of-the-art. Computers & Structures 83 (2005) 1943-1978 

12. De Jong, E.: Representation development from pareto-coevolution. In: Proc. Genetic and 
Evolutionary Computation Confernce, (GECCO). (2003) 

13. De Jong, E., Pollack, J.: Ideal evaluation from coevolution. Evolutionary Computation 
12(2) (2004) 159-192 

14. Pagie, L., Mitchell, M.: A comparison of evolutionary and coevolutionary search. Int. 
Journal of Computational Intelligence Applications 2(1) (2002) 53-69 

15. Bhanu, B., Krawiec, K.: Coevolutionary construction of features for transformation of 
representation in machine learning. In: Proc. Genetic and Evolutionary Computation 
Confernce, GECCO-2002, AAAI Press (2002) 249-254 

16. Whiteson, S., Kohl, N., Miikkulainen, R., Stone, R.: Evolving keepaway soccer players 
through task decomposition. In: Proc. of the 2003 Genetic and Evolutionary Computation 
Conference (GECCO), Springer Verlag: Berlin. (2003) 

17. Delgado, M., Zuben, V.F., Gomide, F.: Coevolutionary genetic fuzzy systems: a 
hierarchical collaborative approach. Fuzzy Sets and Systems 141(1) (2004) 89-106. 

18. Pollack, J., Blair, A.: Co-evolution in the successful learning of backgammon strategy. 
Machine Learning 32(3) (1998) 225-240. 



19. Darwen, P., Yao, X.: Coevolution in iterated prisoner's dilemma with intermediate levels of 
cooperation: application to missile defense. International Journal of Computational Intelligence 
and Applications 2(1) (2002) 83-107  

20. Tan, T., Lau, H., Teo, J.: Competitive coevolution with k-random opponents for pareto 
multiobjective optimization. In: Proc. 3rd International Conference on Natural Computation. 
(2007) 

21. Olsson, B.: Co-evolutionary search in asymmetric spaces. Information Science 133 (2001) 
103-125 

22. Floreano, D., Nolfi, S., Mondada, F.: Competitive co-evolutionary robotics: From theory to 
practice. In: Proc. From Animals to Animats 5. (1998)  

23. Ostergaard, E., Lund, H.: Co-evolving complex robot behavior. In: Proc. The 5th 
International Conference on Evolvable Systems: From Biology to Hardware. (2003) 308-319 

24. Buason, G., Bergfeldt, N., Ziemke, T.: Brains, bodies, and beyond: Competitive 
coevolution of robot controllers, morphologies and environments. Genetic Programming and 
Evolvable Machines 6(1) (2005) 25-51. 

25. Maher, M., Tang, H.: Co-evolution as a computational and cognitive model of design. 
Research in Engineering Design 14 (2003) 47-63  

26. Ramos, V.: Co-cognition, neural ensembles and self-organization. (2007) 

27. Potter, M.: The design and analysis of a computational model of cooperative coevolution. 
PhD. Dissertation, Computer Science Department, George Mason University (1997) 

28. Nair, P., Keane, A.: Coevolutionary architecture for distributed optimization of complex 
coupled systems. AIAA Journal 40(7) (2002) 1434-1443. 

29. Krawiec, K., Bhanu, B.: Coevolution and linear genetic programming for visual learning. 
In: Proc. Genetic and Evolutionary Computation Conference, (GECCO) (2003) 332-343. 

30. Wiegand, R.: An analysis of cooperative coevolutionary algorithms. Phd. Dissertation, 
Department of Computer Science, George Mason University, USA (2003) 

31. t'Hoen, P., de Jong, E.: Evolutionary multi-agent systems. In: Proc. of the 8th International 
Conference on Parallel Problem Solving from Nature. (2004) 872-881. 

32. Cho, S.: Cooperative co-evolution of multi-agents. In: Proc. of Joint JSAI 2001 Workshop 
on New Frontiers in Artificial Intelligence. (2001) 185-194 

33. Yong, C., Miikkulainen, R.: Coevolution of role-based cooperation in multi-agent systems. 
Technical Report AI07-338, Department of Computer Sciences, The University of Texas at 
Austin (2007) 

34. Tellez, R., Angulo, C.: Neuro-evolved agent-based cooperative controller for a behavior-
based autonomous robot. In: Proc. of First Workshop on Automatics, Vision and Robotics, 
(2004) 

35. Maniadakis, M., Hourdakis, E., Trahanias, P.: Modeling overlapping execution/observation 
brain pathways. In: Proc. Int. Joint Conference on Neural Networks, (IJCNN-07), accepted for 
presentation. (2007) 

36. Nguyen, M., Abbass, H., McKay, R.: A novel mixture of experts model based on 
cooperative coevolution. Neurocomputing 70 (2006) 155-163 

37. Maniadakis, M., Trahanias, P.: Modelling brain emergent behaviors through coevolution of 
neural agents. Neural Networks Journal 19(5) (2006) 705-720 

 


