critical role when we went to address the issue of computational power. None of the workstations on which VIS ran (and there were least five) could offer the power that was required. Parallelism, it seemed, was the only option. And having VIS configured as a complete, programmable, environment meant that it was an ideal candidate for coarse-grained parallelism. Quickly, VIS was ported to a multi-transputer environment, VISICL was enhanced and Remote Procedure Calls (RPCs) were added, and VIS à VIS was born: a name which is evocative of the idea of parallelism with two (or more) VIS systems concurrently operating and communicating with one another, sharing image data and processing.

VIS à VIS evolved also in functionality, beginning as an early-vision system, until now it comprises grouping processes, 3-D model construction and matching modules, and a Cartesian frame-of-reference robot programming language. It will continue to grow in functionality, absorbing, perhaps, manipulation strategies and capabilities for geometric reasoning. But that is in the future. What is important now is that VIS à VIS works and is providing a useful platform with which to engage in directed, and undirected, research.

D.V. and G.S.
Brussels 11/11/91

Chapter 1
An Introduction to Computer Vision.

David Vernon

The eye sees only what the mind is prepared to comprehend

Robertson Davies

1.1 What is computer vision: image processing or artificial intelligence?

Computer vision is both image processing and artificial intelligence, for the true goal of such a vision system is to exhibit adaptive anticipatory — so-called intelligent — behaviour through the processing of image data. Whether or not this behaviour is manifested by a roving robot or by a surveillance system in a high-security warehouse is immaterial; the behaviour exhibited by the system must encompass the assessment of what is happening in its local environment and the subsequent activation of appropriate events. For example, the robot might take evasive action while the surveillance system might alert a security guard to the presence of an intruder. More often than not, the effect of these actions will result in a change in the environment which is being monitored by the vision system, requiring a re-assessment by the system. While this is more obviously true with a mobile robot, where the field of view is continually changing as the robot navigates its terrain, it is equally true of the surveillance system: panning the camera, zooming the lens, or sounding an alarm, will produce equally dramatic changes in the scene presented to the vision system.
We see then that computer vision systems are concerned with the interaction and manipulation of their environment in a coherent and stable manner. This interaction is facilitated by on-going intelligent interplay between perception, on the one hand, and action, be it navigation, manipulation, or communication, on the other.

If the computer vision system is concerned with its environment, it must somehow abstract relevant information about the environment so that it can ‘reason’ with it. It is these two aspects of vision, the process of abstraction and the representation of information, which form the kernel of current vision systems. Vision systems deal with the physical structure of a three-dimensional world and they do so by the automatic analysis of images of that world. Since the images are two-dimensional, there is an inevitable loss of information and the recovery of this lost information is a central problem in computer vision. The processes of abstraction, then, must include many techniques, e.g. image processing (which is concerned with the transformation and encoding of images), pattern recognition, the useful description of shape and of volume, geometric modeling, and reasoning.

It is perhaps worth remarking here that the complexity of the environment is quite often a controlled variable in the overall process. That is, vision systems of varying levels of sophistication are developed for appropriately constrained visual domains. We are interested here in the more advanced (or adventurous) systems which address partially-constrained three-dimensional scenes. This type of computer vision is often referred to as image understanding or scene analysis. These scenes can be viewed from one (and often several) unconstrained viewpoints. The illumination conditions may be known but usually one will have to contend with shadows and occlusion, i.e. partially hidden objects. Occasionally, colour information is incorporated but not nearly as often as it should be. Range data is sometimes explicitly available from active range sensing devices, but a central theme of image understanding is the automatic extraction of both range data and local surface orientation from several two-dimensional images using, e.g., stereopsis, motion, shading, occlusion, texture gradients, or focussing.

One of the significant aspects of image understanding is that it utilises several mutually-relevant information representations (e.g. based on the object edges or boundaries, the disparity between objects in two stereo images, and the shading of the objects surface) and it also incorporates different levels of representation in order to organise the information being made explicit in the representation in an increasingly powerful and meaningful manner. For example, an image understanding system would endeavour to model the scene with some form of parameterised three-dimensional object models built from several low-level processes based on distinct visual cues.

It is these topics of visual representations and visual processes to which we now turn.

1.2 Organisation of visual processes

It is clear from the previous introduction that the tenets of conventional computer vision systems fall soundly in the domain of representationalism, i.e. the philosophy that perception is a mechanism by which the entity apprehends the world in which it finds itself, learns its structure and models it, and modifies its behaviour on the basis of what it learns. If we accept the validity of this approach, then a number of questions arise: What are these representations? What processes are necessary to generate them? How are these processes organised? To answer these questions, we must first acknowledge that, in proceeding from raw 2-D images of the world to explicit 3-D structural representations, we are making a significant leap across widely divided levels of representation; the information inherent in the former is implicit and iconic; that in the latter is explicit and predominantly symbolic. To traverse this gap, we must accept that no single process nor representation is going to be generally adequate. Consequently, a central theme which runs through the current, conventional, approach to image understanding is that intermediate representations are required to bridge this gap between raw images and the abstracted structural model. This realisation owes much to the work of David Marr (see [3]) who exerted a major influence on the development of the computational approach to vision. Marr modelled the vision process as an information processing task in which the visual information undergoes different hierarchical transformations at and between levels, generating representations which successively make more and more three-dimensional features explicit.

These representations make different kinds of knowledge explicit and should expunge various kinds of constraint upon subsequent interpretations of the scene. It is the progressive integration of these representations and their mutual constraint to facilitate an unambiguous interpretation of the scene that most characterises this approach to vision. It is interesting that most of the progress that has been made in the past few years has not, in fact, been in this area of representation integration, or ‘data fusion’ as it is commonly known, but rather in the development of formal and well-founded computational models for the generation of these representations in the first place and there remains a great deal of work to be done in the area of data fusion.

We can characterise image understanding, then, as a sequence of processes concerned with successively extracting visual information from one representation (beginning with digital images), organising it, and making it explicit in the representation to be used by other processes. From this perspective, vision is computationally modular and sequential.

At present, it is not clear how information in one representation should influence the acquisition and generation of information in another representation but some possibilities include:

- A bottom-up flow of data in which information is made explicit without recourse to a priori knowledge. Thus, we form our structural representation
purely on the basis of the data implicit in the original images in a context-free manner.

- Heterarchical Constraint Propagation. This is similar to the bottom-up approach but we now have the additional constraint that cues, i.e. a given information representation, at any one level of the hierarchically organized representations can mutually interact to delimit and reduce the possible forms of interpretation at that level and, hence, the generation of the information representations at the next level of the hierarchy. Perhaps one of the simplest examples is the integration of depth values generated by two independent processes such as binocular stereo and the parallax caused by a moving camera.

- A top-down, model-driven, information flow whereby early vision is guided by expectations (or models) of what is to be seen.

This book is primarily concerned with the bottom-up approach and with hierarchy-based constraint propagation. However, it should be noted well that this emphasis is not intended to imply relative merit; it merely reflects our chosen approach. Model-based vision is currently a very popular paradigm and there is a wealth of interesting work being done in the area which would require a volume to itself to do justice. We chose the bottom-up and hierarchically approaches because they can serve as a foundation of fundamental visual representations and processes upon which we can build in the future.

1.3 Representations.

1.3.1 Digital images.

The initial representation of a scene is the digital image: a two-dimensional, sampled and quantized, representation of the scene's reflectance function. Thus, the digital image represents a projection of the structure of the world, as encoded in the light reflected from each point on the surface of each object, onto the image plane of a camera or sensor system. Each point in the image, a pixel, is a sample of that reflectance function and typically represents the intensity, or grey-level, of the reflected light. Obviously, all information is coded implicitly in this iconic representation. Since the images are generated by projection there is no explicit information about the distance between the sensor system and the relevant points in the scene.

1.3.2 Primal sketches.

Taking as input a grey-level image, Marr proposed the generation of a Raw Primal Sketch, a representation which consists of primitives of edges, terminations, blobs, and bars at different spatial scales. Edge primitives are, effectively, local line segment approximations of discontinuities in intensity in an image; curves comprise a sequence of edges, delimited at either end by the termination primitives. Instances of local parallelism of these edges are represented by bars, while blobs represent the discontinuities which are not manifested at several spatial scales. Each primitive has certain associated properties: orientation, width, length, position, and strength.

The computation of the raw primal sketch requires both the measurement of intensity gradients of different spatial scale and the accurate measurement of the location of these changes. In effect, the generation of the Raw Primal Sketch requires the prior detection of edges in the grey-scale images. We will return to the issue of detection of intensity discontinuities in chapter 3 and to the generation of the Raw Primal Sketch in chapter 6.

As the information made explicit in the raw primal sketch is still local and spatially restricted, i.e. it does not convey any global information about shape in an explicit manner, we may now wish to group these primitives so that the groups correspond to physically meaningful objects. In this sense, the grouping process is exactly what is commonly meant by the term segmentation. Many of the more advanced segmentation techniques are based on Gestalt 'figural grouping principles', named after the Gestalt school of psychology formed in the early part of this century. For example, primitives can be grouped according to three criteria: continuity, proximity, and similarity. In the first case, for instance, lines bounded by terminations which are co-linear would be grouped. Primitives which are spatially proximate are also candidates for the formation of groups while too are primitives which belong to the same class, i.e., which are similar. These criteria are not independent and the final grouping will be based on the relative weights attached to each criterion. The outcome of such grouping, the full primal sketch, makes explicit the region boundaries, object contour, and primitive shapes. Chapter 7 deals with these grouping processes in detail.

1.3.3 The 2½-D sketch.

The next level of representation is the 2½-D (two-and-a-half dimensional) sketch. This is derived both from the full primal sketch and from the grey-level image by using many visual cues, including stereopsis, apparent motion, shading, shape, and texture. The 2½-D sketch is a viewer-centered representation of the scene, i.e. all metrics are defined in the viewer or image frame of reference, and it contains not only primitives of spatial organization and surface discontinuity but also of the local surface orientation at each point and an estimate of the distance from the viewer. Thus, the 2½-D sketch can be thought of as a 2-D array of 3-valued entities, representing the distance from the camera to the surface and the two angles specifying the surface normal vectors, in addition to the grouping and edge information made explicit in the primal sketch. The computation of depth information is dealt with in chapters 4 and 5 while local surface orientation is addressed in chapter 8.
1.3.4 3-D models.

The final stage of this information processing organisation of visual processes lies in the analysis of the 2-D sketch and the production of an explicit 3-D representation. There are two issues which must be addressed here:

1. The conversion from a viewer-centred representation to an object-centred representation. This is, in effect, the transformation between a camera co-ordinate system and the real-world co-ordinate system. This relationship is commonly referred to as the camera model.

2. The type of 3-D representation we choose to model our objects. There are three main types of 3-D representation based on volumetric, skeletal, and surface primitives.

While chapter 8 discusses 3-D model construction in some depth, it might be useful to summarise the main approaches here. Details on how to compute the camera model can be found in the references cited in the bibliography at the end of the chapter.

Volumetric representations work on the basis of spatial occupancy, delineating the segments of a 3-D workspace which are, or are not, occupied by an object. The simplest representation utilises the concept of a voxel image (the word voxel derives from the phrase volumetric element) which is a 3-D extension of a conventional 2-D binary image. Thus, it is typically a uniformly-sampled 3-D array of cells, each one belonging either to an object or to the free space surrounding the object.

The oct-tree is another volumetric representation. However, in this instance, the volumetric primitives are not uniform in size and the spatial occupancy of a workspace can be represented to arbitrary resolution in quite an efficient manner. The oct-tree describes the occupancy of a 3-D image by representing large homogeneous volumes as single nodes in a tree, the position in the tree governing the size of the volume. When constructing the oct-tree, the work-space is initially represented by a single cubic volume. If the work-space is completely occupied by an object (a very unlikely situation), then it is represented by a single root node in the oct-tree.

In the more likely situation that the volume is not completely occupied, the cube is divided into eight sub-cubes of equal volume and represented by eight nodes in the tree, each of which are offspring of the node which was sub-divided. Again, if any of these sub-cubes are completely occupied then that volume is represented by a node at the second level in the tree; alternatively, the sub-cube is further sub-divided into another eight cubes and the same test for complete spatial occupancy is applied. This process is re-iterated until we reach the required resolution for spatial occupancy, i.e., the smallest required cubic volume: this is equivalent to the voxel in the previous representation.

The generalised cylinder, also referred to as the generalised cone, is among the most common skeletal 3-D object representations. A generalised cylinder is defined as the surface created by moving a cross-section along an axis. The cross-section can vary in size, getting larger or smaller, but the shape remains the same and the axis can trace out any arbitrary three-dimensional curvilinear path. Thus, a single generalised cylinder can represent, e.g., a cone (circular cross-section; linear decrease in diameter; linear axis), a sphere (circular cross-section; sinusoidal variation in diameter; linear axis), or a washer (rectangular cross-section; constant area; circular axis). However, a general 3-D model comprises several generalised cones and is organised in a modular manner with each component comprising its own generalised cylinder based model. Thus, the 3-D model is a hierarchy of generalised cylinders.

Finally, we come to the third type of 3-D model which is based on surface representations. We immediately have a choice to make regarding the type of surface primitives (or surface patches) we will allow: planar patches or curved patches. Although there is no universal agreement about what is the best, the planar patch approach is quite popular and yields polyhedral approximations of the object being modelled. This is quite an appropriate representation for man-made objects which tend predominantly to comprise planar surfaces. It is not, however, a panacea for 3-D representational problems and it would appear that many of the subtleties of 3-D shape description cannot be addressed with simplistic first-order planar representations. Nevertheless, it does have its uses and, even for naturally curved objects, it can provide quite a good approximation to the true shape, if an appropriate patch size is used.

1.4 Early visual processes.

From the preceding discussion, it is clear that we require several visual processes in order to generate each representation. Amongst those we mentioned are:

- The detection of intensity discontinuities.
- Grouping processes and segmentation.
- The computation of depth information.
- The computation of local surface orientation.

As before, although each of these is dealt with in the following chapters, we will summarise some of the main issues here.

1.4.1 Isolation of intensity discontinuities and detection of edges.

As might be expected when dealing with a process which is fundamental to image processing, the literature concerning edge detection is large. Our interest here is not in reviewing all detectors in detail but in identifying the broad thrust of the approach and, specifically, in briefly introducing the Marr-Hildreth edge detection scheme which is used in VIS A VIS, the parallel computer vision system described in this book. We will return to deal with this technique in more detail in Chapter 3.
If we define a local edge in an image to be a transition between two regions of significantly different intensities, i.e., an intensity discontinuity, then the spatial first derivatives of the image, which measures the rate of change of intensity, will have large values in these transitional boundary areas. Thus first-derivative, or gradient, based edge detectors enhance the image by estimating the partial derivatives and then signal that an edge is present if these derivatives, or combinations of the derivatives, exceed some defined threshold. On the other hand, second derivatives too can be used to detect intensity discontinuities. In this instance, however, we seek not local maxima of the image gradient but instances where the function crosses from a positive to a negative value (or vice versa).

In more detail, if \( \frac{\partial f}{\partial x} \) and \( \frac{\partial f}{\partial y} \) represent the rates of change of a 2-D function \( f(x, y) \) in the \( x \) and \( y \) directions respectively, then the Laplacian operator:

\[
\nabla^2 = \frac{\partial^2 f}{\partial x^2} + \frac{\partial^2 f}{\partial y^2}
\]

(i.e., the sum of second-order, unmixed, partial derivatives) responds on either side of the edge, once with a positive sign and once with a negative sign. Thus in order to detect edges, the image is enhanced by evaluating the digital Laplacian and isolating the points at which the resultant image goes from positive to negative, i.e., at which it crosses zero. Unfortunately, the Laplacian has one significant disadvantage: it responds very strongly to noise.

A different and much more successful application of the Laplacian to edge detection was proposed by Marr and Hildreth in 1980. This approach first smooths the image by convolving it with a two-dimensional Gaussian function, and subsequently isolates the zero-crossings of the Laplacian of this image:

\[
\nabla^2 I(x, y) \ast G(x, y)
\]

where \( I(x, y) \) represents the image intensity at a point \( (x, y) \) and \( G(x, y) \) is the 2-D Gaussian function, of a given standard deviation \( \sigma \), defined by:

\[
G(x, y) = \frac{1}{2\pi\sigma^2} e^{-(x^2+y^2)/(2\sigma^2)}
\]

Despite some criticism of this technique, it is widely used. The operator possesses a number of useful properties which we will discuss in Chapter 3.

1.4.2 Grouping and segmentation.

In the previous section, we dealt with one element of the process of edge detection: the isolation of discontinuities in intensity. However, edge detection as a whole is a complex procedure as it requires not only the the isolation of the image features we call edges, but it is also concerned with the inference of the physical cause of those features. Edge detection techniques belong in a generic class of image processing and analysis operations, a class normally referred to as segmentation, which effect the isolation of specific image regions corresponding, unambiguously, to given objects. Such object isolation is often achieved quite simply by edge detection alone but this is the case only if the scene is extremely simple. For more realistic natural scenes, the segmentation process requires more sophisticated grouping techniques which collect together non-trivial image based entities into groups which correspond to a single physical object.

In Vis \& Vis, we deal with grouping in two stages, exactly in the manner suggested by Marr in his seminal work in this area. The first concerns the formation of the raw primal sketch which make explicit preliminary groups of intensity discontinuities into 'locally-straight' line segments and assigns to the groups attributes of, e.g., size, contrast, position, orientation, and local parallelism. The formation of the raw primal sketch also involves, to a small extent, the inference of the physical cause of the edge, in that the line segment is only formed if the constituent intensity discontinuities appear at several spatial scales. This means that the intensity discontinuities are present, irrespective of whether we are looking at the local region in detail (small spatial scale) or at its gross, smoothed, appearance (large spatial scale). Thus, the raw primal sketch involves a simple type of edge verification by requiring the spatial coincidence of intensity discontinuities derived with different levels of smoothing, typically achieved by the convolution of the image with Gaussian filters of different standard deviation. We will return again to the generation of the raw primal sketch in chapter 6.

The second grouping procedure is concerned with the global spatial distribution of these attributed local line segments. This grouped representation is referred to as the full primal sketch. Many grouping principles have been suggested but those implemented in Vis \& Vis are based on the figural grouping principles of Gestalt psychology. These rules attempt to capture some of the perceptual behaviour of humans, forming groups of entities on the basis of, e.g., their similarity (e.g., in shape, in orientation, in size) of their spatial distribution (e.g. proximity, co-linearity, curvilinearity). Significantly, Gestalt grouping principles depend quite heavily on the ability to compound the groupings, i.e. to group the groups, and in chapter 7, we will discuss the effect of this type of recursive process.

1.4.3 Stereopsis and visual motion

The distance, or depth, from a viewer to any given point in the observed scene is required to construct the 3-D sketch. In passive computer vision, which rely solely on the analysis of the reflected light of a naturally illuminated scene rather than on contrived illumination, this is normally achieved by triangulation. This involves the use of two (or more) views of a scene to recover the distance of objects in the scene from the observer (the cameras). The camera model (or, more accurately, an algebnic variant, the inverse perspective transformation), allows us to construct a line describing all of the points in the 3-D world which could have been projected onto a given image point. If we have two images acquired at different positions in the world, i.e., a stereo pair, then for the two image co-ordinates which correspond
to a single point in 3-D space, we can construct two lines, the intersection of which identifies the 3-D position of the point in question. Thus, there are two aspects to stereo imaging:

1. The identification of corresponding points in the two stereo images.

2. The computation of the 3-D coordinates of the world point which gives rise to these two corresponding image points.

The main problem in stereo is to find the corresponding points in the left and right images; this is commonly referred to as the correspondence problem.

In characterising a stereo system, we must address the kind of visual entities on which the stereo system works and the mechanism by which the system matches visual entities in one image with corresponding entities on the other.

Typically, the possible visual entities from which we can choose include, at an iconic level, points of intensity discontinuity, patches (small areas) in the intensity image, and patches in filtered images; or, at a more symbolic level, line segment tokens, such as are made explicit in the raw primal sketch.

The matching mechanism which establishes the correspondence will depend on the type of visual entities which we have chosen: iconic entities will normally exploit some template matching paradigm, such as normalised cross-correlation, while token entities can be used with more heuristic search strategies. The stereo matching system in VIS Æ VIS is described in Chapter 4.

While stereopsis involves the analysis of two images for binocular stereo, or three images in the case of trinocular stereo, it is possible to exploit many more images if either the object or the observer is moving. This analysis of object motion in sequences of digital images, or of apparent motion in the case of a moving observer, to provide information about the structure of the imaged scene is an extremely topical and important aspect of current image understanding research. In this book, we confine our attention to the problem of camera motion and, in particular, to the study of apparent motion of objects in a scene arising from the changing vantage point of a moving camera. This restriction is not necessarily a limitation on the usefulness of the technique; on the contrary, the concept of a camera mounted on the end-effector of a robot, providing hand-eye coordination, or on a moving autonomously guided vehicle (AGV), providing navigation information, is both appealing and plausible.

From an intuitive point of view, camera motion is identical to the stereo process in that we are identifying points in the image (e.g. characteristic features on an object) and then tracking them as they appear to move due to the changing position (and, perhaps, attitude) of the camera system. At the end of the sequence of images, we then have two sets of corresponding points, connected by optic flow vectors, in the first and last images of the sequence. Typically, we will also have a sequence of vectors which track the trajectory of the point throughout the sequence of images. The depth, or distance, of the point in the world can then be computed using the inverse perspective transformation.

However, there are a number of differences. First, the tracking is achieved quite often, not by a correlation technique or by a token matching technique, but by differentiating the image sequence with respect to time to see how it changes from one image to the next. There is often a subsequent matching process to ensure the accuracy of the computed image change, and sometimes it is not the grey-scale image which is differentiated but, rather, a filtered version of it. Nevertheless, the information about change is derived from a derivative (or, more accurately, a first difference) of the image sequence. Second, the 'correspondence' between points is established incrementally, from image to image, over an extended sequence of images. Thus, we can often generate accurate and faithful maps of point correspondence which are made explicit by a 2-D array of flow vectors which describe the trajectory of a point over the image sequence.

Chapter 5 describes two simple types of camera motion which are exploited in VIS Æ VIS.

1.4.4 Other visual cues.

The construction of the 2 1/2-D sketch and 3-D models require one further element: the computation of the local orientation of a point, i.e. the surface normal vector. The analysis of the shading of a surface, based on assumed models of the reflectivity of the surface material, is sometimes used to compute this information.

The amount of light reflected from an object depends on:

1. The surface material
2. The emergent angle, θ, between the surface normal and the viewer angle.
3. The incident angle, i, between the surface normal and light source direction.

There are several models of surface reflectance, the simplest of which is the Lambertian model. A Lambertian surface is a surface that looks equally bright from all view points, i.e. the brightness of a particular point does not change as the viewpoint changes. It is a perfect diffuser: the observed brightness depends only on the direction to the light source, i.e., the incident angle i.

Let E be the observed brightness, then for a Lambertian surface:

\[ E = r \cos i \]

where r is a constant called the surface albedo and is peculiar to the surface material under analysis.

There will, in general, be many surface orientations which satisfy \( E = r \cos i \) for a given brightness \( E_1 \). However, the solution set is well-formed and can be derived either by analytic means or by empirical calibration. Nonetheless, an extra constraint is required to uniquely determine the orientation of the imaged point from the brightness: this is supplied by assumptions of surface smoothness (or continuity),
i.e. that the surface should not vary much from the surface direction at neighbouring parts. If we have some points on the surface of the object to anchor the process, we can infer the orientation of neighbouring points.

On occluding boundaries of objects without sharp edges, i.e. on extremal boundaries, surface direction is perpendicular both to the viewer's line of sight and to the local orientation of the contour. Thus, we know immediately the surface orientation of every occluding contour point. Since the surface orientation changes smoothly, all points on the surface close to the occluding boundary must have an orientation which is not significantly different from that of the occluding boundary. The surface orientation of each point adjacent to the occluding boundary can now be computed by measuring the intensity value and identifying the corresponding orientation in the solution set, knowing that its orientation is similar to that of the adjacent occluding boundary anchor point. This scheme of local constraint is reiterated using these newly computed orientations as constraints, until the orientation of all points on the surface have been computed.

This technique has been studied in depth in the computer vision literature and it should be emphasised that this description is intuitive and tutorial in nature; you are referred to the appropriate texts cited in the bibliography at the end of the chapter. As we have noted, however, there are a number of assumptions which must be made in order for the technique to work successfully, e.g. the surface orientation must vary smoothly and, in particular, it must do so at the occluding boundary (the boundary of the object at which the surface disappears from sight). Look around the room you are in at present. How many objects do you see which fulfill this requirement? Probably very few. Allied to this are the requirements that the reflective surface has a known albedo and that we can model its reflective properties, or alternatively, that we can calibrate for a given reflective material. Finally, we assume that we know the incident angle of light. The necessity of these several assumptions limits the usefulness of the technique for general image understanding.

There are other ways of estimating the local surface orientation. As an example of one coarse approach, consider the situation where we have a 3-D raw primal sketch, i.e. a raw primal sketch in which we know the depth to each point on the edge segments. If these raw primal sketch segments are sufficiently close, we can compute the surface normal by interpolating between the edges, generating a succession of planar patches, and effectively constructing a polyhedral model of the object. The surface normal is easily computed by forming the vector cross product of two vectors in the plane of the patch (typically two non-parallel patch sides).

1.5 Vision: an end in itself?

If we have managed to build an unambiguous 3-D model of the viewed scene, is that enough? Is that the end of the vision process? The answer must be no. It is important to realise that computer vision systems, per se, are only part of a more embracing system, a larger system which is simultaneously concerned with making sense of the environment and interacting with the environment. Without action, perception is futile; without perception, action is futile. Both are complementary, but strongly-related, activities and any intelligent action in which the system engages in the environment, i.e. anything it does, it does with an understanding of its action, and it gains this quite often by on-going visual perception. Computer vision, then, is not an end in itself; that is, while the task of constructing an unambiguous explicit 3-D representation of the world is a large part of its function, there is more to vision than 'just' the exploitation of structural organisation. In essence, computer vision systems, or image understanding systems, are as concerned with cause and effect, with purpose, with action and reaction as they are with structural organisation.

Computer vision, then, truly lies in the domain of artificial intelligence since it is intimately concerned with the design of artificial autonomous, adaptive and anticipatory systems. That being said, however, we have not advanced greatly in these aspects of image understanding and computer vision and a great deal of attention is being focussed on the development of formal and well-founded bases of visual processes so that the discipline of computer vision is developed just as that, a discipline, and not an ad hoc collection of techniques and algorithms. For the most part, then, current activity in computer vision is concerned with the exploitation of structural organisation and it is this aspect of vision which is the subject matter of this book. However, the issues we have just raised, in effect the temporal semantics of vision in contribution to and in participation with physically interactive systems, are critically important to the long-term development of intelligent, autonomous, visual systems.
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