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ROLES OF _SUPERVISOR

Supervisor commands the
surgical robot actions:
B ﬂ\ analog or symbolic
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T. B. Sheridan and W. L. Verplank. Human and computer control for undersea teleoperators. Technical report, MIT Man-Machine Systems Laboratory, 1978.




ROLES OF _SUPERVISOR

Supervisor evaluates various
alternative future actions
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T. B. Sheridan and W. L. Verplank. Human and computer control for undersea teleoperators. Technical report, MIT Man-Machine Systems Laboratory, 1978.
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T. B. Sheridan and W. L. Verplank. Human and computer control for undersea teleoperators. Technical report, MIT Man-Machine Systems Laboratory, 1978.

Supervisor monitors the
robot performance while the
robot is autonomously
implementing the
commanded actions
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ROLES OF _SUPERVISOR

Supervisor takes over control
manually: to abort or modify
the commanded action

g TRUST )
Cf o
S N

: COMMAND

A S _
. \_/
Supervisor INTERVENE

T. B. Sheridan and W. L. Verplank. Human and computer control for undersea teleoperators. Technical report, MIT Man-Machine Systems Laboratory, 1978.
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Requirements

Autonomy in Robotic Surgery



A human supervisor must be able to ...

Understand the actions
and the basis for these actions
a surgical robot performs \

autonomously

Surgical robot's system architecture
facilitates timely interaction with

the human supervisor \

Let's unpack this

Software
Requirements

Intervene to stop or modify the ’

robot's intended action



/ Guided by prospection

Action

Intention <> Goal

e

An intention implies a commitment to
achieving a goal and a means of achieving it

Attention

An individual autonomous agent

/ interacting with its environment
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Cognition

“Cognition is the process by which an
autonomous system

perceives its environment,
experience,

anticipates the gutcome of events,

acts to pursue goals, and
adapts to changing circumstances.”

D. Vernon, Artificial Cognitive Systems - A Primer, MIT Press, 2014

Doing this requires a
cognitive architecture
to orchestrate the
core cognitive abilities:

Perception
Attention
Action selection
Memory
Learning
Reasoning
Meta-reasoning
Prospection



Cognitive Architectures

Cognitive

The term originated with the work of Science

Allen Newell (1990)

N\

Emergent
Systems

Cognitivist
Systems

Cognitive
Architecture
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The CRAM Robot Cognitive Architecture

CRAM has five core elements: KnowRab 2.0
COGITO q“esﬂon answep;,
Metacognition '9
. What, why, how? .
1. CRAM Plan Language [CPL] executive B
Plan Executive “qi e ‘axiomatizations'

2. KnowRob2.0 knowledge-bases and |
associated reasoning processes Goneuale | e
< Motion specifications
Motion plan
3. RoboSherlock, the perception executive
(episodic memory)
A 4 ;
. . . N RoboSherlock iskard >
4. Giskard, the action executive T Porceion e Acton et >

Robot experience

9. COGITO, a metacognition system

Beetz, M., Mésenlechner, L., and Tenorth, M. 2010. “CRAM—a Cognitive Robot Abstract Machine for Everyday Manipulation in Human Environments.”
In Proceedings of the 2010 IEEE/RSJ International Conference on Intelligent Robots and Systems, 1012-1017. New York: IEEE.

Beetz, M., Kazhoyan, Gl, and Vernon, D. 2023. "The CRAM Cognitive Architecture for Robot Manipulation in Everyday Activities", arXiv 2304.14119 [cs.RO].
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Plan Executive

COGITO

Metacognition

[ Introspection ]

[ Self-programming ]

Interprets
What, why, how? P

Generalized Action Plans

S

A 4

\ 4

Plan Executive

[ Generalized action plan ]

Answer

(written in Lisp)

~

def-plan fetch&place (?object ?destination,

?loc-for-fetch,

?loc-for-place)

with-robot-at-location ?loc-for-fetch

Contextualize L) mEHE e
Action .
Designator B . APy
¥ Motion specifications
Motion plan ]
a V'
\ 4
RoboSherlock

Perception Executive

perform (an action
(type fetching)
(object ?object))

with-robot-at-location ?loc-for-place

Robot experience perform (an action

(type placing)
(object ?object)

(destination ?destination))
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COGITO

Metacognition

l

Introspection

]

[

Self-programming

]

What, why, how?

A 4

\ 4

Plan Executive

[ Generalized action plan ]

S

Answer

Plan Executive

Generalized action plans use designators
(motion, location, object, action)

Facilitate runtime resolution
based on current context

def-plan fetché&place

(?object ?destination,

?loc-for-fetch, ?loc-for-place)

with-robot-at-location ?loc-for-fetch

Contextualize X e G
Action .
Designator B . APy
¥ Motion specifications
Motion plan ]
a V'
\ 4
RoboSherlock

Perception Executive

Robot experience

perform (an action
(type fetching)

(object ?object))

with-robot-at-location ?loc-for-place
perform (an action

(type placing)
(object ?object)

|~ action
| designator

\\\\\¥ (destination ?destination)) 4/////




COGITO

Metacognition

[ Introspection ]

[ Self-programming ]

What, why, how?
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Answer
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[ Generalized action plan ]
Contextualize e Juery
Action .
Designator N . .
¥ Motion specificatio
Motion plan ]
a V'
A\ 4
RoboSherlock

Perception Executive

Robot experie

resolves the designators by querying

e apriori knowledge in the plan
*  KnowRob2.0 knowledge base
* Perception Executive

to identify the values of the motion
parameters that maximize the likelihood
of the success of the action
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COGITO

Metacognition
What, why, how?

[ Introspection ]

S

[ Self-programming ]

Answer

perception

otion query

KnowRob2.0

cations

Knowledge Representation and
Reasoning Executive

KnowRob 2.0

Q“e:;’c'\on answe,i"g

prid reasop;,

imagine

(episodic memory)

Robot experience

A

Giskard

v

Action Executive




KnowRob 2.0

COGITO

stion answe,;
. que Tip,
Metacognition 9

What, why, how?

| Introspection | orid réasony,

imagine

A

[ Self-programming

al
Answer

perception

Ontology &
Axiomatizations

ption query
P\

The ontology organizes knowledge\e@®__\
about ifications
* Robot configuration
* Object configurations
* Robot actions, tasks,

activities, & behaviours,
* Environment configuration 1
¢ Situational context Giskard

(episodic memory)

Action Executive

Robot experience
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COGITO

Metacognition
What, why, how?

Introspection ]

Narrative-Enabled Episodic Memory

/ Episodic Memories

perception

Knowledge Base

NEEM

KnowRob 2.0

Q“es;t'\on answe,i"g

vrid reasop,,
9

imagine

(episodic memory)

Robot experience

A

v

Giskard

Action Executive




Recording of robot’s experiences
(percepts, poses, control signals, ...
as it performed an activity)

Symbolic narrative description
(actions, motions, effects on robot,

/ Episodic Memories

COGITO

Metacognition

What, why, how?

[ Introspection ]

Knowledge Base

+

effects on environment,
purpose, goal, context)

perception

Q“e:;’c'\on answe,i"g

KnowRob 2.0

prid reasop;,

imagine

(episodic memory)

A
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Action Executive

Robot experience
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COGITO

Metacognition

KnowRob 2.0

Q“es;t'\on answe,,-"g

What, why, how?

[ Introspection ]

prid reasop;,

imagine

Self;

S

time-series data

structured
annotations
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Grasping Lifting Pouring
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Opening Picking Up Item
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Container Fridge Source Item Milk
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motor
data
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COGITO

Metacognition
What, why, how?

[ Introspection ]

/Basis for answer to queries

perception

*  What actions were performed by
the robot

*  When it performed them

* How it performed them

*  Why they were performed

*  Whether or not they were successful

* What the robot perceived while
performing them

Q“e:;’c'\on answe,i"g

KnowRob 2.0

prid reasop;,

imagine

*  What the robot believed when it

(episodic memory)

performed them

A

Giskard

Action Executive

Robot experience
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COGITO

Metacognition
What, why, how?

[ Introspection ]

/ Generalized Symbolic
Knowledge Base

perception

The extraction of the generalized
symbolic knowledge from NEEMS is
facilitated by an interface to the Weka

machine learning framework

KnowRob 2.0

prid reasop;,

imagine

Q“es;t'\on answe,i"g

Robot experience

A

(episodic memory)

Giskard

Action Executive

v




COGITO

Metacognition

\ What, why, how?

Inner World
Knowledge Base

Geometric reasoning
using a high-quality VR system and
physics engine

pecifications

KnowRob 2.0

prid reasony,

imagine

quesﬂon answe,,-"g

> RoboSherlock

Perception Executive

Robot experience

A

(episodic memory)

Giskard

Action Executive

v



COGITO

Metacognition

What, why, how?

~

Inner World
Knowledge Base

Geometric reasoning
using a high-quality VR system and
physics engine

Simulate the outcomes of
candidate actions

pecifications

KnowRob 2.0

Q“es;t'\on answe,i"g

prid reasop;,

imagine

Establish the feasibility
of the action

(episodic memory)

R RoboSherlock

[ Perception Executive

Robot experience

A

Giskard

Action Executive
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COGITO

Metacognition

What, why, how?

~

Inner World
Knowledge Base

Serves two roles:

1. Represent the belief state of the
robot about itself and the world

2. Reasoning mechanism for

predicting the outcome

pecifications

KnowRob 2.0

Q“e:;’c'\on answe,i"g

prid reasop;,

imagine

of candidate actions

(episodic memory)

R RoboSherlock

[ Perception Executive

Robot experience

A

Giskard

Action Executive
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COGITO

Metacognition

[ Introspection ]

[ Self-programming ]

What, why, how?

Logic-based Language
Interface

KnowRob2 can be treated by
the CPL executive* as a symbolic
object-oriented query system

*and other systems through its
OpenEASE interface

S

Answer

Body motion query

Motion specifications

KnowRob 2.0

Q“es;t'\on answe,i"g

prid reasop;,

imagine

A

(episodic memory)

Giskard

Action Executive

Robot experience
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COGITO

Metacognition

[ Introspection ]

[ Self-programming ]

What, why, how?

A 4

\ 4

Plan Executive

[ Generalized action plan ]

Contextualize

S

Answer

Body motion query

Action

A
Designator N
\ 4

Motion plan ]

S S

Motion specifications

KnowRob 2.0

A 4

RoboSherlock

Perception Executive

Robot experience

T

Giskard

Action Executive

v



COGITO
M A

Action Executive

Adaptive parameterized
trajectory generation

Encapsulates procedural knowledge

KnowRob 2.0
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COGITO

Metacognition

[ Introspection ]

[ Self-programming ]

What, why, how?

A 4

\ 4

Plan Executive

[ Generalized action plan ]

Contextualize

S

Answer

Body motion qu

Action .
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\ 4

Motion plan ]
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A 4

RoboSherlock
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Metacognition

Improve action plans through

Plan generalization
&
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Action Executive
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Action

Intention <> Goal

Attention

An individual autonomous agent

/ interacting with its environment
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Joint
Action

Shared / \ Shared
N

Intention Goal

Joint
Attention

S =68

Two autonomous agents
interacting with their
environment and each other



Blackbox peer-to-peer collaboration
by two autonomous agents
=

Mutual Theory of Mind

Joint
Action
Shared / \ Shared
Intention \ / Goal
Joint
Attention




AUTOMATION vs. ENTROPY

TASK-
ENTROPY

DEGREE OF
AUTOMATION

Degree of autonomy

T. B. Sheridan and W. L. Verplank. Human and computer control for undersea teleoperators. Technical report, MIT Man-Machine Systems Laboratory, 1978.




Degrees of Autonomy

1. Human does the whole job up to the point of turning it over to the computer to implement
2. Computer helps by determining options

0. Computer selects an action and implements it if human approves

6. Computer selects action, informs human in plenty of time to stop it

/. Computer does whole job and necessarily tells human what it did

10. Computer does whole job, if it decides it should be done, and if so, tells human,

if it decides she should be told

T. B. Sheridan and W. L. Verplank. Human and computer control for undersea teleoperators. Technical report, MIT Man-Machine Systems Laboratory, 1978.



UNIVERSITA

ICRA2024 Workshop: Autonomy in Robotic Surgery o

Autonomy in Surgery

Referring to SAE and ISO/IEC frameworks, Yang and Haidegger presented
two six-level classifications for surgical robots,

V4 May 13, 2024 Yokohama, Japan 12

UNIVERSITA

ICRA2024 Workshop: Autonomy in Robotic Surgery & VERONA

Visual Representation of Levels of Autonomy

Level 3: conditional autonomy

y May 13, 2024 Yokohama, Japan

P. Fiorini, Fundamentals of Autonomy, ICRA 2024 Workshop, Autonomy in Robotic Surgery: State of the Art, Technical and Regulatory Challenges for Clinical Application, 2024.




Blackbox peer-to-peer collaboration by two fully autonomous agents
=

Mutual theory of mind

Joint
Action
Shared / \ Shared
Intention \ / Goal
Joint
Attention




Blackbox preemptive collaboration Whitebox subservient collaboration
by the human supervisor by the surgical robot




Blackbox preemptive collaboration Whitebox subservient collaboration

by the human supervisor by the surgical robot
= =
Explicitly shared goal Explicitly shared goal

Joint
Action
Explicit
Goal
Shared / \ Shared ;
Intention \ L/ Goal ﬁ
Explicit ,
Goal
Joint
Attention

Encapsulated in the action plan Encapsulated in the action plan



Shared

Intention

Joint
Action

N
A

Joint
Attention

Shared
Goal

Blackbox preemptive collaboration Whitebox subservient collaboration

by the human supervisor by the surgical robot
= =
Explicitly shared intention Explicitly shared intention

. L -
Explicit
Intention
Explicit : J‘—NQD 3
Intention H H
Encapsulated in the action plan Revealed by internal simulation of action

& prospective reasoning



Shared
Intention

Joint
Action

N
A

—eint=
Attention

Shared
Goal

Blackbox preemptive collaboration
by the human supervisor
=

Mutually exclusive control

Human supervisor is either
passive or fully in control

Single
Attention

y AR

ﬁ
Single

Attention

Whitebox subservient collaboration

by the surgical robot
=

Mutually exclusive control

C )
L
iﬁ H

Suspended or
Exhibiting Degree 6 autonomy




Shared
Intention

—Jeint—
Action

N
A

Joint
Attention

Shared
Goal

Blackbox preemptive collaboration
by the human supervisor
=

Mutually exclusive control

Single

W .
g/\ W' L k Action
-; ;
I ﬁ
N~ Single
\ Action

Human supervisor is either
passive or fully in control

Whitebox subservient collaboration

by the surgical robot
=

Mutually exclusive control

C )
L
iﬁ H

Suspended or
Exhibiting Degree 6 autonomy




Blackbox preemptive collaboration
by the human supervisor
=

Collaborative control

Whitebox subservient collaboration

by the surgical robot
=

Collaborative control

Joint
Acti
I - Explicit L E
) *J\P\
@j W' L k Attention
Shared < > Shared e ; l
Intention Goal I —
. T~; é‘ Theory of Min . ,-[.?“’“’QD UJ
Joint / ‘
Attention

Topical research challenge: Revealed by internal simulation of action
how does a cognitive surgical

robot anticipate the actions of
a human supervisor?



Shared
Intention

Joint
Action

N
A

Joint
Attention

Shared
Goal

Blackbox preemptive collaboration
by the human supervisor
=

Collaborative control

Whitebox subservient collaboration

by the surgical robot
=

Collaborative control

. L BN
£ i Explicit
. G :
g/\ W' L k Action
-; ;
Qwil — l
| TJ é‘ Theory of M&\ | rﬁ—N@D UJ
Topical research challenge: Revealed by internal simulation of action

how does a cognitive surgical

robot anticipate the actions of
a human supervisor?



Can Cognitive Architectures Support Autonomy in Robotic Surgery?

Yes!

48



Implications

} Surgical robot system architecture should be a cognitive architecture
Plan actions

Anticipate outcome before acting




Implications

\ Surgical robot system architecture should be a cognitive architecture
Plan actions

Anticipate outcome before acting

Cognitive architecture must allow white box prospection & reasoning
Human supervisor does not have to form a Theory of Mind
Intentions and expected outcomes are revealed to the human supervisor




Implications

Surgical robot system architecture should be a cognitive architecture
Plan actions

Anticipate outcome before acting

—

Cognitive architecture must enable white box prospection & reasoning
Human supervisor does not have to form a Theory of Mind
Intentions and expected outcomes are revealed to the human supervisor

(

Cognitive architecture should ideally have a Theory of Mind
To anticipate interventions by human supervisor
To anticipate human supervisor's information needs




COGITO

Metacognition

What, why, how?

~

White Box Prospection

Allows the potential outcome of
intended actions to be visualized by the
human supervisor

KnowRob 2.0

prid reasony,

imagine

pecifications

question answe,,-"g

R RoboSherlock

[ Perception Executive

Robot experience

A

(episodic memory)

Giskard

Action Executive

v




KnowRob 2.0

COGITO

Metacognition
What, why, how?

[ Introspection ]

/ White Box Reasoning

Enables questions about the basis for
the selected action to be answered

perception

Q“es;t'\on answe,i"g

vrid reasop,,
9

imagine

(episodic memory)

A

Robot experience

v

Giskard

Action Executive




KnowRob 2.0

COGITO

Metacognition

[ Introspection

]

[ Self-programming

]

What, why, how?

\]‘oﬂd reasop;,

imagine

Theory of Mind

\ 4

Plan Executive /

[ Generalized action pl

Yet to be attempted ...

Q“e:;’c'\on answe,i"g

generalized
knowledge

(episodic memory)

2cc>$>enxtua'ize Possibly reinforcement learning
Designator < based on data from
. olan mutually exclusive control mode
A A ‘\
\ 4 1
RoboSherlock Giskard
Perception Executive l Action Executive

Robot experience
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P. Fiorini, Fundamentals of Autonomy, ICRA 2024 Workshop, Autonomy in Robotic Surgery: State of the Art, Technical and Regulatory Challenges for Clinical Application, 2024.
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